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Abstract—In this paper, the concept of crowdsourcing is applied to the medical field and a health monitoring mechanism based on

photo crowdsourcing is proposed. Specifically, with photo crowdsourcing by many participators, the routine circumstances of users

may be represented. However, these photos may include other people than the user, such as the visibility requestor, the invisibility

requestor, and the passerby. The visibility and invisibility requestor are the participators in the system, whose identity can be set as

visible or invisible, while the passerbys do not participate in the system. Hence, a privacy protection mechanism is proposed for this

system, which includes two categories: i) The image fuzzy processing is provided for the invisibility requestor, while the original image

is reserved for the visibility requestor. ii) The passerby’s image is directly fuzzy processed for privacy protection.

Index Terms—Privacy protection, healthcare, photo crowdsourcing
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1 INTRODUCTION

WITH the popularization of wearable devices, body data
(blood oxygen, blood pressure, heartbeat, etc.) can be

collected by smart clothes [1], smart wristbands and various
other sensors, which can be used to provide users with fit-
ness plans and falling detection, etc. With the health moni-
toring assisted by sensors, data analysis [2] and even real-
time health monitoring services are available for users or
their family members [3], [4].

However, there are some people, including senior citizens
with Alzheimer’s disease or children, may be unable to uti-
lize a traditional health monitoring system with body sen-
sors. Moreover, these people are easy to become lost, so it is
essential that real-time health monitoring [5] must be pro-
vided to them [6]. However, it is a great challenge to provide
themwith monitoring by human resources, because it’s very
difficult and expensive to realize the real-timemonitoring.

The popularity of crowd sensing is growing, which can be
used for environmental monitoring, intelligent transporta-
tion, post-disaster reconstruction and other specific applica-
tions. As for the data obtained through crowd sensing, data

storage and analysis may be conducted in the cloud for con-
venience [7], [8]. As stated previously, it is generally
assumed that the cloud is “honest but curious”. On one
hand, the cloud provides users with computing and storage
resources as per agreement [9]; on the other hand, cloud
obtain users’ data, thus compromising the privacy of
users [10]. Various researches focus on the privacy protec-
tion [11], [12] in terms of trusteeship of the cloud. For exam-
ple, number-based privacy protection is conducted through
data confusion and encrypting storage, including storability
certification and searchable encryption [13], [14]. In [14], a
framework for safe cloud computing based on big data appli-
cation is discussed, while the problem of secure storage on
public cloud is described in [13]. The topic of search prob-
lems for encrypting data in a cloud is introduced. These
works mainly focus on the search for keywords-based
ciphertext of the text kind, but search problems involved
with complicated content concerning images and so forth
have not been studied. In [15], data confusion mechanisms
including K-anonymity and differential privacy, etc., are
studied. Image processing, securitymulti-party computation
and homomorphic encryption, etc, are discussed in [16].

As far as security multi-party computation is concerned,
participation in interaction is required in the whole process,
so it is not available. Homomorphic encryption is too costly,
even if the computing resource of a cloud is adopted, the
computational cost would be too high, which increases the
difficulty of specific implementation [17], [18]. In [19], auto-
matic erasure of people who request privacy protection
after they are automatically recognized in the case of pho-
tography with intelligent devices is introduced. However, if
someone in a picture does not participate in the system,
their privacy cannot to be protected. Furthermore, there are
the following challenges for safe health monitoring mecha-
nisms based on crowdsourcing: i) How to establish a health
monitoring system based on crowdsourcing for special
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people and ii) how to accurately classify the people in the
picture for corresponding privacy protection.

To addressing these challenges, this paper proposes a
telemedicine monitoring system based on photo crowd-
sourcing. The method of photographing by different partici-
pants is utilized to restore the life state of the user. Persons
involved in this system are divided into five kinds: users,
participants, invisibility requestors, visibility requestors
and passersby, while different safety policies are designed.
Different from [19], photo crowdsourcing is taken into con-
sideration, and safety protection measures are implemented
for passersby, who do not participate in the system and
whose identity tag is not available. In other words, different
safety protection policies are assigned to different kinds of
people. For example, fuzzy processing is conducted for an
invisibility requestor or a passerby, but the original image
information of a visibility requestor is reserved. Specifically,
the main contributions of this paper are as follows:

� The health monitoring system based on photo
crowdsourcing is proposed for the special people,
with the detailed functions of various components.

� Group-oriented privacy policy is proposed to pro-
vide suitable privacy protection for different people.

The remainder of this article is organized as follows.
Section 2 introduces the system architecture, safety prob-
lems and a threat model. Section 3 presents the key compo-
nents. Section 4 describes the matching mechanisms based
on privacy protection. Section 5 provides a simulation
experiment, and Section 6 concludes the article.

2 SYSTEM DESCRIPTION

2.1 System Architecture

One group, comprised of senior citizens with Alzheimer
disease and children, receives special focus in this paper. In
order to avoid unforeseen circumstances, such as a user
becoming lost, a real-time monitoring service is required.
Therefore, in this paper, photographing services are pro-
vided to users based on photo crowdsourcing, in order to
restore the routine life status of the users. To be specific, the
target population in the system i.e., persons who order the
health monitoring service will be called users, and the per-
sons who take photos for the users called participants. As
for other persons in photos, some of them participate in the
system and may mark their identities, and persons in this
category are divided into invisibility requestor and visibility
requestor; furthermore, there may be passersby who do not
participate in the system but appear in the photos.

Participants are willing to play a role in the system and to
take photos for the user, such as neighbors and friends.
With the concept of crowdsourcing, the attributes of the
crowd are collected so that photos for users can be taken.
The photos taken will be sent to a cloud for storage, to
restore the life state of users. The architecture of the system
is as shown in Fig. 1. It can be seen from the figure that the
user is Monica, participants are Tom, Annie, Tony and Jane,
and the four participants are responsible for taking photos
of Monica. It is shown in the photos of Monica that partici-
pants take photos of Monica in four situations: watching
TV, attending class, playing outside and playing chess.

After picking up the photos, Tom, Annie, Tony and Jane
send them to a cloud for storage, so as to restore the life
state of Monica in time if an accident occurs.

2.2 Application Scenes

In this paper, a health monitoring system applied to a spe-
cial group is put forth and is based on photo crowdsourc-
ing. As for its application scenes, there are the following
circumstances:

� Health monitoring to prevent children or special
senior citizens from being lost. Children are prone to
be lost because they are at an early age, active and
curious. Some children are lost because they are too
fond of play or even because they are kidnapped.
Unusual case senior citizens such as those with
Alzheimer’s disease can be in unforeseen circum-
stances, due to the features of a disease of this kind.
For instance, these persons may become lost. In the
proposed health monitoring system, several partici-
pants may be utilized to provide photographic serv-
ices to users, with the goals of restoring routine life
circumstance for users and to avoid the occurrence
of accidents.

� Health monitoring for senior citizens living alone.
Some senior citizens need to live alone because their
children are not available or because their spouse is
deceased. Because these senior citizens live by them-
selves, routing occurrences, such as going out alone
can result in an accident. The system described in
this paper could provide photographing of seniors
living alone, and by recording their activities to
avoid the occurrence of an accident. Even in the case
of an accident, photos revealed by a health monitor-
ing system of this kind may lead to the timely rescue.

2.3 Security Issues

The security issues considered in this paper are divided into
two aspects: one aspect involves invisibility and visibility
requestors who participate in the system, and the other
aspect involves a passerby who does not actively participate
in the system. The detailed introduction is as below.

� Invisibility requestor and visibility requestor, who
participate in the system. Because these are system
participants, they will send their image information
to the cloud in advance. In this way, by utilizing
matching mechanism, corresponding treatment can
be applied to them as per tag information of invisi-
bility or visibility.

� Passerby, who does not participate in the system.
Because a passerby does not participate in the sys-
tem, any information on a passerby is not received
by the cloud in advance. If this kind of person is
detected in the photos, direct treatment for privacy
protection (such as fuzzy processing) is required.

2.4 Threat Model

It is assumed that clouds are “honest but curious” in this
paper. Besides conducting data storage or processing,
clouds may become interested in the data of a user, so the
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confidentiality during processing should be guaranteed,
i.e., data processing should be conducted in a safe way.
It is assumed that all participants serving users are honest
and will directly send photos they’re taken for users to the
cloud. Because participants are almost all acquaintances of
the user, it can be assumed that they are honest. Generally
speaking, it can also be assumed that the channel is safe
when users or participants send photos to the cloud and
when the cloud delivers instructions to the user’s end.

3 KEY COMPONENTS

This section focuses on the key components of the system
and persons involved in the system, while the data source
and outsourced cloud (cloud for short) are described
in detail.

3.1 Persons Involved in the System

In this paper, a health monitoring mechanism for a specific
group based on photo crowdsourcing is proposed. There

are five kinds of persons who participate in the system, i.e.,
users, participants, invisibility requestors, visibility reques-
tors and passersby. The five kinds of people will be intro-
duced in detail as below.

� Users: “Users” represents the group who needs to
order specialized health monitoring services and
includes senior citizens with Alzheimer’s disease,
senior citizens living alone and children. Due to the
particular circumstances of the users, they or their
family members need this kind of health monitoring,
which is based on photo crowdsourcing, for accident
prevention. Even when user accidents occur, the
photos of users recorded in the system may be
utilized to track their daily habits, therefore help to
find and assist them.

� Participants: Participants are persons who partici-
pate in the system by taking photos for users. Gener-
ally speaking, participants are acquaintances of
users, such as neighbors, playmates or friends who

Fig. 1. Illustration of healthcare system based on photo crowdsourcing.
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are able to see users frequently and who are also
willing to participate in the system. Since the incen-
tive mechanisms employed to attract participants
into the system and thus to provide services to user
is beyond the research scope of this paper, we pro-
vide a brief sketch of some such mechanisms
roughly in section D of Section 3.

� Invisibility requestors: Photos taken by participants
may include persons other than members of the spe-
cial group. These system participants can choose to
be visible or not. Those choosing to be invisible are
called invisibility requestors.

� Visibility requestors: If those persons in photos (other
than the user) who participate in the system choose to
be visible, they are called visibility requestors.

� Passersby: If some persons in photos are passersby,
they do not participate in the system at all and so
cannot mark their identity. These “passive partic-
ipants” (i.e., they have not chosen to participate in
the system) who cannot mark their identities are
called passersby.

It can be noted that users, participants, invisibility
requestors, visibility requestors and passersby rely on spe-
cific situations, and the relationship among them is change-
able. For example, two scenes will be considered, marked as
scene A and scene B. There are five persons who are marked
as u1; u2; . . . ; u5; u1 stands for the user who requires health
monitoring, u2, u3, u4 and u5 are persons involved in scene
A and scene B. It is assumed in scene A that u1 is playing
international chess with u2, who participates in the system
and marks himself or herself as a visibility requestor, and u3
is the participant responsible for photographing. It is
assumed in scene B that u1, u3 and u4 are shopping in a
mall; u3 and u4 participate in the system, and are marked as
visible and invisible respectively, so that u3 is visibility
requestor, u4 is invisibility requestor, and u2 is the partici-
pant. There are u1, u3, u4 and u5 in the photo taken, but u5 is
a passerby. It can be seen from the two scenes above that u2
is a visibility requestor and u3 is a participant in scene A,
while u3 is visibility requestor and u2 is participant in scene
B. This shows that the identity of one person can vary in dif-
ferent scenes, i.e., the definition on identity relies on the spe-
cific scene.

3.2 How to Distinguish Five Types of People in the
System

The participators of the system in this paper are divided
into five types, i.e., user, participators, invisibility reques-
tors, visibility requestors and passersby. However, how to
distinguish these five types of people in the photos accu-
rately is a challenge. As a matter of fact, the key to distin-
guish these five types of people is correctly matching their
respective portrait information and privacy protection
information. Specifically, for user, participators, invisibility
requestors and visibility requestors, they are involved in the
system and their identity tags are available, so the people in
need of privacy protection can be separated from those
without needing privacy protection. After gaining the pho-
tos, people in need of privacy protection can be automati-
cally identified by the technologies such as face recognition,
in order to detect the area in need of privacy protection in

the photo automatically. In the case of small amount of pho-
tos, the people in the photos can be processed in the mode
of manual marking. Thus, except for passersby in the pho-
tos, the others are marked. The visibility requestors do not
need the protection of privacy area, but their identities can
match with the corresponding images of the technologies
such as face recognition, and the people without informa-
tion in the photos can be directly deemed as passersby.

3.3 Sources of Data

There are the previously mentioned five kinds of people
(i.e., users, participants, invisibility requestors, visibility
requestors and passersby) involved in a health monitoring
system based on photo crowdsourcing. Of them, invisibility
requestors, visibility requestors and passersby do not pro-
vide data proactively and appear in photos passively; the
main sources for image data are photos taken by partici-
pants or by users themselves. This kind of data is mainly
used to restore the life state of users, and the corresponding
descriptions are as follows.

� Data from users: Data from users refer to photos
taken by users themselves. These photos may be
taken when users stay alone indoors or when users
go out alone. In this scene, there are at least two iden-
tities for the users, i.e., user and participant. This
image information will be forwarded to a database
in a cloud for storage.

� Data from participants: Data from participants are
photos of users taken by participants and these pho-
tos will also be transmitted to the cloud for storage.

The data mentioned above are mainly used to record the
life state of the user. Image information of invisibility reques-
tors and visibility requestors who participate in the system
would be collected by the system in advance, in order to
enable the subsequent operation of the matching mecha-
nism. Because there may be invisibility requestors and visi-
bility requestors in these photos, there are special
requirements for them to state a performance regarding
whether or not they are to appear in the photos, so persons
with requirements of invisibility shall be deleted in the pho-
tos at the cloud level, and persons with requirements of visi-
bility shall have their images reserved in the photos. In order
to match these requirements, image information of invisibil-
ity requestors and visibility requestors shall be used as the
data source for the matching mechanism. These data will be
stored on the cloud in advance, be marked as “visible” and
“invisible” respectively, and be used to conduct matching of
these data and photos of users, in which theymay appear.

3.4 Outsourced Cloud

As works such as image storage and matching are involved
in the system, a large amount of storage and computing
resources are required and hence, the outsourced cloud is
utilized for processing. Specifically, the main tasks of the
outsourced cloud are as follows.

� To store photos of users and image information of
invisibility/visibility requestors.

� To conduct matching between image information of
invisibilit/visibility requestors and photos taken by
participants.
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� To directly conduct fuzzy processing to images of
passersby, so as to protect image information of
those persons who are only indirectly involved.

3.5 Incentive Mechanism

This paper proposes a health mechanism for a special group
based on photo crowdsourcing and corresponding safety
precautions. However, there is an issue regarding the way
to attract participants into the system to take photos for
users. The participants in the system may be acquaintances
of the users, such as friends and neighbors, but they may
also be volunteers, who are willing to participate in the sys-
tem to help these special groups, or people who are
attracted due to an incentive mechanism. How to attract
them or the so-called incentive mechanism and the reason-
able setup of said mechanism is one of the key factors for
successful popularization of the system. Though it is not the
key point of this paper, some suggestions on incentive
mechanisms may be given: (i) setup of a reward in the sys-
tem which corresponds to the size of one’s contribution; (ii)
setup of a credit rating in the system, where participants
who abide by the system’s guidelines (i.e., to not release pic-
tures taken before these pictures are treated), enjoy a high
credit rating. If a participant with a high credit rating
appears in the system as an invisibility requestor, he or she
would enjoy corresponding privacy protection and get
more rewards.

4 PRIVACY PROTECTION MECHANISM

In photos of users collected by participants, there may be
invisibility requestors, visibility requestors and passersby,
as well as users. In fact, these three kinds of people can be
divided into two categories: (i) persons who participate in

the system; (ii) persons who do not participate in the sys-
tem. The privacy protection policies vary for different kinds
of people.

Fig. 2 systematically shows privacy protection policies
that are in place. It can be seen from the figure an invisi-
bility requestor, a visibility requestor, a passerby and a
user to appear in photos taken by a participant. Invisibil-
ity requestor and visibility requestor transmitted their
image information to cloud for storage in advance, but
passerby did not transmit any image information in
advance. After participant takes photos of user, invisibil-
ity requestor and visibility requestor will be detected by
the cloud through matching mechanism, and fuzzy proc-
essing will be conducted to invisibility requestor in the
meantime. As for passerby without image information,
fuzzy processing will be directly conducted. To be spe-
cific, as for privacy protection mechanism, there may be
hidden processing in allusion to faces and that in allusion
to the whole body, and this hidden processing may be
direct erasure or fuzzy processing. It can be seen from
Fig. 2 that even the relationship between a dog and the
user may be judged through context, thus to conduct cor-
responding privacy protection treatment to it. However,
how to judge the relationship between a dog and the user
is beyond the discussion range of this paper. Next, differ-
ent privacy protection strategies will be introduced
respectively from the above-mentioned two aspects.

Specifically, the photos of users should be pretreated
prior to transmitting to the cloud. As previously mentioned,
the people in the corresponding privacy demands in the
photos can be distinguished by the face recognition technol-
ogy, so as to gain the corresponding area in need of privacy
protection. After selecting the privacy area, all photos can
be divided into visible part and invisible part. The visible

Fig. 2. Illustration of privacy protection mechinism.
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part is the direct public, and can be stored and shared
directly in the cloud. But the invisible part can be put in the
cloud after the privacy protection, and can be accessed only
by authorized users. Here we consider some methods for
treatment of privacy part, such as Mask, fuzzy processing,
and P3.

4.1 Privacy Protection Matching Mechanism for
Invisibility Requestor and Visibility Requestor

� Step 1: The system needs to obtain image information
on invisibility requestors and visibility requestors in
advance. For convenience, only one scene is taken
into consideration, because treatment to multiple
scenes relies on treatment to scenes one by one.
Assume that there are u1, u2, � � � and um involved in a
scene, and define function qðuiÞ, wherein
i ¼ 1; 2; . . . ;m,

qðuiÞ ¼ 1 uiis invisibility requestor
0 uiis visibility requestor.

�
(1)

This function is used to conduct a quantified
expression of identity tags of persons who partici-
pate in the system. After ui who participates in the
system (with respect to a specific scene) chooses to
be visible or not, this participant uploads image
information to the cloud for storage, together with
function value qðuiÞ.

� Step 2: After image information is received by the
cloud, feature extractions will be conducted. Since
the image information taken into consideration in
this paper is faces, a graph model may be used to
stand for image information. In other words, let
G ¼ ðV;EÞ stand for image of the invisibility
requestor or visibility requestor. Therefore, V stands
for the collection of nodes, i.e., V ¼ fv1; v2; . . . ; vng,
and vi stands for node i, and E stands for the collec-
tion of line segments between any two nodes.
Record line segments between node vi and node vj
as eðvi; vjÞ.

� Step 3: After participants take photos of users, they
upload them to a cloud. For the convenience of
matching between invisibility requestors or visibility
requestors and photos taken by participants, adopt
the face representation method similar to Step 2,
extract the feature and make it be represented by
graph model G ¼ ðV;EÞ, thereinto, the definition of
V and E is as mentioned in Step 2.

� Step 4: After completion of Step 3 at cloud, matching
between invisibility requestors or visibility reques-
tors and photos taken by participants will be con-
ducted, using the following two steps:

(i) Adopt a matrix to stand for the image informa-
tion of the faces. Make �G ¼ ð �V ; �EÞ stand for
face information of an invisibility requestor or
visibility requestor, thereinto, �V ¼ f�v1; �v2; . . . ; �vng,
�E ¼ f�eð�vi; �vjÞgi;j. As each node �vi stands for property
of image in area i, so �vi may be represented as vector
ð�pi1; �pi2; . . . ; �pilÞ. Therefore, �G may be represented by
the following matrix �P :

�P ¼
�p11 �p12 �p13 � � � �p1l
�p21 �p22 �p23 � � � �p2l
..
. ..

. ..
. ..

. ..
.

�pn1 �pn2 �pn3 � � � �pnl

2
6664

3
7775: (2)

There are n rows and l columns in matrix �P . Each row
represents a node, and all vectors corresponding to
that row are descriptive property of that node. Simi-
larly, ~G ¼ ð ~V ; ~EÞ stands for face information
in photos taken by participant, thereinto, ~V ¼
f~v1; ~v2; . . . ; ~vng, ~E ¼ f~eð~vi; ~vjÞg. Correspondingly,
there are l descriptive properties corresponding to
each point ~vj. For convenience, it is assumed that
the number of descriptive properties for �vi and
that for ~vj is identical, and they are denoted as

~vj ¼ f~pj1; ~pj2; . . . ; ~pjlg. Similarly, ~G may be repre-

sented in a form similar to matrix �P , as shown below:

~P ¼
~p11 ~p12 ~p13 � � � ~p1l
~p21 ~p22 ~p23 � � � ~p2l
..
. ..

. ..
. ..

. ..
.

~pn1 ~pn2 ~pn3 � � � ~pnl

2
6664

3
7775: (3)

Matrix ~P is a matrix of n� l, and node i is repre-

sented by vector ~pi;:.

(ii) Computation of similarity between image

information of faces. After defining matrix �P that

describes image information of invisibility reques-

tors or visibility requestors and matrix ~P that

describes image information in photos taken by par-

ticipators, �P and ~P will be further represented in the

form of a block matrix. To be specific, the matrix

may be represented in the form of a vector, i.e.,
�P ¼ ð�v1; �v2; . . . ; �vnÞT . Hence, the specific vector repre-

sentation of row vector No. r in �P (i.e., node �vr No. r

for invisibility requestor or visibility requestor) is

�vr ¼ ð�pr1; �pr2; . . . ; �prlÞ. Similarly, matrix ~P may also

be represented in the form of vector, i.e., ~P ¼
ð~v1; ~v2; . . . ; ~vnÞT ; however, the specific vector repre-

sentation of row vector No. q in matrix ~P (i.e., node

No. q for face information in photos taken by partici-

pant) is ~vq ¼ ð~pq1; ~pq2; . . . ; ~pqlÞ.
Let dð�vr; �vqÞ stand for distance between node �vr

and node ~vq, and its value is

dð�vr; ~vqÞ ¼ k�vr � ~vqkp: (4)

TABLE 1
Notations

Variable Explanation

ui people participated in this system
qðuiÞ Quantified expression of identity tags of persons

who participate in the system
vi Node i
eðvi; vjÞ Line between node vi and vj
V Set of vi
E Set of eðvi; vjÞ
sð �V ; ~V Þ Similarity between �V and ~V

HU ET AL.: PHOTO CROWDSOURCING BASED PRIVACY-PROTECTED HEALTHCARE 173



In Formula (4), the right item k � kp stands for

p-norm, and its common p values are 1; 2;1 (respec-

tively called as 1-norm, 2-norm and infinite norm).

Represent dð�vr; ~vqÞ with these three norms, as shown

below:

dð�vr; ~vqÞ ¼
Pl

j¼1 j�prj � ~pqlj p ¼ 1

ðPl
j¼1 j�prj � ~pqjj2Þ1=2 p ¼ 2

maxðj�pr1 � ~pq1j; . . . ; j�prl � ~pqljÞ p ¼ 1:

8><
>:

(5)

Further, the distance between �P and ~P may be taken

into consideration and recorded as dð �V ; ~V Þ. Similar

to the instructions above, the computational formula

is given directly as follows:

dð �V ; ~V Þ ¼
P

r;q

Pl
j¼1 j�prj � ~pqlj p ¼ 1P

r;qð
Pl

j¼1 j�prj � ~pqjj2Þ1=2 p ¼ 2P
r;q maxðj�prj � ~pqjjÞ p ¼ 1:

8><
>: (6)

So far, the definition of matching may be given, i.e., if

~vj is the matching of �vi in ~V , if and only if

fð�vi; ~vjÞ ¼ dð�vi; ~vjÞ
min ~vk2 ~V� ~vj

ðdð�vi; ~vkÞÞ � t: (7)

Thereinto, t is the threshold value set up in advance.

Only if fð�Þ � t, does it hold that the two feature vec-

tors are matching.

Define similarity between �V and ~V as sð �V ; ~V Þ,

sð �V ; ~V Þ ¼
X

�V ;fð�Þ�t

1: (8)

When the image information of invisibility requestors

or visibility requestors is matched with photos taken

by participants in the system, the threshold value h of

similarity may be set up in advance. As for images of

sð �V ; ~V Þ � h, corresponding treatment shall be con-

ducted, i.e., fuzzy processing is required when the

result is invisibility requestors, while corresponding

treatment is not required and the image information

may be reservedwhen the result is visibility requestors.
� Step 5: Computation of distance of privacy protec-

tion. Based on Random Number Agreement and
Scramble code generation put forth in article [19], it
can be guaranteed that the computation on similarity
mentioned in Step 4 (i.e., computation of distance) is
conducted in a safe manner with privacy protection.

4.2 Privacy Protection Mechanism for Passerby

As far as passersby are concerned, because they do not actually
participate in the system, the information about them is not
stored on the cloud in the system; during the matching process
in the previous section, there would be no identity information
for some persons contained in photos taken by participant, i.e.,
there are some persons in a photo who are neither invisibility
requestors nor visibility requestors. In fact, this phenomenon
occurs due to the following two circumstances:

� (i) There is no passersby in a photo taken by partici-
pants, but due to the setup of threshold value t and
h, the portrait with low similarity would be directly
considered dissimilar, i.e., there is passersby through
system identification. However, the occurrence of
this circumstance may be tolerant within a certain
error range.

� (ii) There is passersby indeed in a photo taken by a
participant, and their image information is not stored
on the cloud.

No matter which circumstance mentioned above occurs, in
order to prevent an image of a passersby from being
invaded, fuzzy processing needs to be conducted directly,
so as to protect the privacy of people in (or out of) the sys-
tem to the maximum extent.

4.3 Discussion

The health monitoring mechanism for the special group
involves protecting the privacy of group members of others
indirectly involved. The advantages of safety precautions are
as below.When conducting analysis for the special group, pic-
tures taken by participants are needed. Since there would be
people other than users in the pictures, some people may be
willing to appear in the photos and to share their image infor-
mation, but there would be others who regard shielding their
image information and privacy protection as important and
who need to be protected. The most intuitive practice is to
erase this part of people from the photos. This paper proposes
that users, participants and other people may mark whether
or not their identities should be visible. Thus, after partici-
pants take photos of them and upload photos to the cloud,
fuzzy treatment would be conducted to invisibility reques-
tors. However, there may be people not participating in the
system who are in the photos taken by participants, so there
would be no identitymarks for them. In this circumstance, the
measure is to conduct fuzzy treatment for them directly. In
this way, safety would be guaranteed as much as possible.
However, there are some limitations for these kinds of safety
precautions: for example, if an invisibility requestor wants to
inquire about his or her photos put in the cloud, how to con-
duct a safe inquiry and how to restore the image is still an
issue to be solved in futurework.

5 SIMULATION EXPERIMENT

5.1 Experiment Setup

Our simulation experiment is set up as follows. The cloud is
based on Linux system. The mobile devices selected by the
client side include the portable computer and smart phone.
Thinkpad X250 with CPU of 2.3 GHz and an internal stor-
age of 8 GB and the window 10 system are utilized. At the
end of a smart phone, HUAWEI 5s with CPU of 1.5 GHz
and RAM of 2G is utilized. Three users are chosen. Gener-
ally speaking, each user would choose six scenes. For each
user, there are six participants responsible for photograph-
ing each scene. But the number of invisibility requestors,
visibility requestors and passersby is not limited. As for
each scene chosen by the user, five photos will be taken,
and thus there are thirty photos for one user each day, and
user data collected over a week’s time will be accumulated
and analysed.
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5.2 Performance Metric

In order to evaluate our health monitoring system, the mea-
surement standards used are shown below.

� False positive rate a and false negative rate b. We use
ture positive (TP), ture negative (TN), false positive
(FP) and false negative (FN) to denote false positive
rate, i.e., a and false negative rate, i.e., b, as follows

a ¼ FP

FP þ TN
(9)

b ¼ FN

FN þ TP
(10)

5.3 Experiments Results

Figs. 3 and 4 illustrate the changes in false positive and
false negative rates, with corresponding changes in
threshold values. It can be seen from the figure that the
false positive rate is generally controlled below 10 per-
cent; in other words, the precision rate is higher than 90
percent. However, with changes in the threshold value, it
can be seen that the false negative rate is generally con-
trolled below 30 percent; in other words, the recall rate is
at least 70 percent. Specially, if the threshold value is 0.5,
the false positive rate reaches 0.07, and the false negative
rate reaches 0.2.

6 CONCLUSION

This paper proposes a health monitoring mechanism based
on photo crowdsourcing, for restoring the life state of the
user and providing health monitoring for the special peo-
ple. There are five kinds of people in the proposed system,
including users, participants, invisibility requestors, visibil-
ity requestors and passersby. Invisibility and visibility
requestors indicate their willingness for visibility or invisi-
bility, while the image of passersby is fuzzy processed.
Actual application scenes are taken into consideration in a
simulation experiment, where three users are chosen as the
target population, and image photographing of them is con-
ducted for a week. False positive rates and false negative
rates are evaluated, and the validity of the proposed system
is verified through the simulations.

This work is a first step in the direction of safety protec-
tion for image crowdsourcing in the field of medical health
monitoring. There are the following issues for further
research and implementation.

1) More detailed incentive mechanisms. As the primary
objective of this paper is to introduce the problem of
privacy protection for a health monitoring mechnism
based on photo crowdsourcing, incentive mecha-
nisms do not receive focus. However, if this kind of
application is to be implemented in earnest, a more
reasonable incentive mechanism is required to
attract more users and participants into the system,
thus providing better health monitoring services.
The participators in this system will consume their
time and energy and provide the health supervision
service for the user, and also will reveal their per-
sonal information (such as portrait information) to
the system. Without the appropriate incentive mech-
anism, participators are unwilling to participate in
the system, and further fail to provide the effective
photographing service for the user for a long time,
and fail to form the health supervision system based
on photo crowdsourcing. In view of crowdsourcing
incentive mechanism, Yang et al. [20] divided the
incentive mechanism into two categories, i.e., crowd-
sourcer-centered, and user-centered. The former can
be described by the stackelberg game theory, with
the unique equilibrium point. The latter can be sum-
marized as auction-based incentive mechanism.
These different incentive mechanisms focus on dif-
ferent points. For the health supervision mechanism
based on photo crowdsourcing proposed in this
paper, it can be the user-based, and also participator-
based. In the user-centered incentive mechanism, the
user is a leader, while the participators are followers.

2) How to meet future searchability need when storage
is conducted on the cloud for invisibility requestors.
Users/participants may become interested in their
photo information after fuzzy processing has been
conducted. How to find their images among these
invisible images and how to restore the images is a
subject worth researching.

3) As the recognition of group members and others in
pictures of users is based on facial recognition, when
the recognition is not accurate enough, the imple-
mentation of the subsequent privacy protection
mechanism would be directly influenced. We will
continue to study these issues in subsequent works.

4) The suitable access control policy shall be formu-
lated. For the health supervision mechanism based

Fig. 3. False positive rate of system. Fig. 4. False negative rate of system.
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on photo crowdsourcing proposed in this paper, the
photos by participators are saved in the cloud. In the
case of accessing the photos of users, the correspond-
ing access control policy should be formulated, such
as using the attribute-based confidential mechanism.
Zhang et al. [17] proposed to deploy the access con-
trol policy by the ciphertext-policy attribute-based
encryption (CP-ABE). Only the user meeting the def-
inite attribute requirements can decrypt and accord-
ingly get the access to photos.
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